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Abstract: 

 This paper investigates the effects of applying fuzzy techniques to artificial neural networks (ANN) for 

the classification of biological data. A fuzzy neural networks (FNNs) model was proposed and evaluated 

as a system for image classification. This system involved the process of collecting dataset, image 

processing and image classification. Patch-based technique is used to present images to the neural 

network. Feed-Forward Backpropagation neural networks are used to build the system. Fuzzy Min-Max 

Neural Networks (FMNN) approach was used to synthesize Fuzzification and neural networks to generate 

fuzzy neural networks that can handle imprecision and uncertainty. The approach is evaluated using 

images from the data portal (Papers with Code) website. Experimental results have shown an improvement 

in the performance of fuzzy neural networks compared with neural networks. 
 

Introduction: 

A neural network (NN) is a collection of interconnected processing units designed to have performance 

characteristics that model the human brain. This appears clearly in that: The network acquires knowledge 

by learning from its environment, and synaptic connection strengths are applied between neurons in order 

to save the knowledge as it is obtained. In other words, NNs attempt to imitate biological neural networks, 

both in architecture and operation. Neural networks are trained by using knowledge collected (that is 

described by using statistical methods or fuzzy logic) [1].  

Neural networks have several alternative architectures, learning methods and activation functions, each 

of which has different features that can be used for specific applications [2]. The typical architecture of 

the network is a characterisation of the neurons' layers, the number of neurons in each layer and the 

connections between the layers. The artificial neuron consists of a number of inputs, each one representing 

the output of another neuron and having a weight assigned to it. The sum of all the inputs multiplied by 

their weight determines the activation level of the neuron. The threshold value of each neuron determines 

whether the neuron will fire or not, by comparing its value with the net (weighted sum). The output has 

two values - 1, at which point the net is greater than the threshold and the neuron fires, and 0, where the 

net is smaller than, or equal to the threshold, and the neuron stays quiet. The NN has several layers of 

neuron, these being categorised into an input layer, hidden layers and output layers, and in overall terms 

NNs can be classified by the number of hidden layers which they contain, so they are referred to as ‘single 

layer’ if they do not have any hidden layers, and ‘multilayer’ if there are one or more hidden layers [3]. 

Fuzzy logic, which measures the likelihood of an event occurring in order to represent imprecise and 

fuzzy data, is what is described as human reasoning, it can also be described as a tool for representing and 

utilizing data and information that has non-statistical uncertainty. On the other hand, binary logic explains 

crisp events - that is, events that either occur or do not. Reasoning on higher semantic or linguistic level 

issues are often dealt with using fuzzy logic, so it can be said that fuzzy logic is not logic that is fuzzy, but 
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logic that is used to describe fuzziness. Applications of fuzzification have been to soften sharp decision 

boundaries [4]. 

Fuzzy neural networks (FNNs) differ from traditional neural networks in their ability to handle 

imprecise or uncertain data. Traditional FNNs do not explicitly address the reliability aspect of uncertain 

real-world applications, whereas FNNs incorporate measures of information reliability for rule training 

and decision-making in the presence of uncertain input data. In other words, FNNs allow for improved 

handling of imprecise or uncertain data compared to traditional neural networks.  [5] [6]. 

This paper presents a novel framework for the fuzzification of Backpropagation Neural Networks using 

Fuzzy Min-Max Neural Networks approach and Patch-based technique for presenting the images [7] [8] 

[9]. The most important characteristic of this technique is that it uses and maintains the features of 

Backpropagation neural networks, Fuzzy logic and Patch-based technique.  

The paper is structured as follows: In Section II Artificial Neural Network and Images classification are 

highlighted. The Fuzzy Neural Networks is described in Section III. The Experimental methodology is 

described in Section IV. Section V shows the experiments and section VI presents the results and 

discussion. Finally the paper is concluded in Section VII. 

 

Artificial Neural Network and Images Classification: 

Basically, image classification is a pattern recognition problem, and because neural networks are good 

at pattern recognition, a number of researchers tried applying neural networks to image classification. The 

system’s accuracy depends on the conditions under which it is evaluated: under sufficiently narrow 

conditions almost any system can attain human-like accuracy, but it is much harder to achieve good 

accuracy under general conditions. 

Creating a system to classify real world imagery from unclear dataset is a complex task. In general, 

image data set is affected by a number of factors such as positioning of the camera and the subject, lighting, 

and location. As a result, two image datasets belonging to the same subject can be very different from 

each other, such as differences in shape, colour, and texture, and objects can be scaled or translated within 

an image. Classification usually consists of four steps: 

1. Pre-processing; image processing is a collection of techniques for the manipulation of images by 

computers. 

2. Training; selection of the feature, which best describes the pattern. 

3. Decision; choice of an appropriate algorithm for comparing the image patterns with the target 

patterns. 

4. Assessing the accuracy of the classification. 

The classification system is divided into supervised and unsupervised systems. In supervised 

classification, examples of the information classes of interest in the image are identified by a teacher. In 

unsupervised classification, a large number of unknown pixels are examined and divided into a number 

of classes based on natural groupings present in the image values. 

There are a number of techniques that are applied for object recognition, from image-based methods 

through to a range of approaches that decompose objects into parts. Part-based models have been used for 

object recognition and in learning models from example images [7] [8] [9]. 

Particular emphasis has been on the recognition of general classes of objects utilizing models that are 

learned from specific examples. This approach offers some advantages like the individual parts can be 

trained separately and modelled more or less independently. As a result, an object that is partly occluded 

can be classified correctly as long as the visible parts can be recognized. 
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Because of neural network nature, and the fact that using RGB images makes computation more 

complex, so images are converted to Grayscale or binary form before introducing them to the system. 

Histograms and other non-parametric forms have been used in visual tracking. One of the classical 

approaches is Otsu’s method that is used to perform histogram shape-based image thresholding, and the 

reduction of a graylevel image to a binary image. The classical approach uses the graylevel histogram to 

select the threshold by using an intensity histogram to find a threshold value for the entire image [10]. 

 

Fuzzy Neural Networks: 

Different types of fuzzification techniques used in neural networks such as Fuzzification of training data 

binary class membership values [11], Fuzzification of parameters in a feedforward neural network (FNN) 

[12], Fuzzification of temperature in short-term load forecasting (STLF) using a Multi-Layered LSTM 

model [13], Selective fuzzification of the input space in Intuitionistic Semi-Fuzzy Neural Network 

(ISFNN) [14], Fuzzification of spike neural networks (SNNs) using interval type-2 fuzzy sets (IT2FS) 

[15] and Fuzzy Min-Max Neural Networks (FMNN) [16]. 

Fuzzy sets, which are the main concept behind fuzzy logic, were introduced as an extension of set theory 

for representing and manipulating fuzzy data. This data was described as data that does not have precisely 

defined criteria of membership [17]. 

FMNN (Fuzzy Min-Max Neural Networks) technique is one of approaches that is used to synthesize 

fuzzy logic and neural networks to generate a fuzzy neural network that is able to tolerate imprecision and 

uncertainty.  

This approach uses min-max hyperboxes to define fuzzy sets, with membership functions determining 

the degree to which an input pattern belongs to a class [16].  

Different neural network architectures come with different approaches. One of the architectures 

proposed was for a neural network based fuzzy logic decision system. This architecture is composed of 

three layers. The first layer is the input layer, which transmits the inputs to the next layer. The second 

layer is used for fuzzification, this layer maps inputs to membership functions. The last layer is the output 

layer. Inputs in this model represent features while outputs represent categories [3]. Another approach 

uses fuzzy neurons to either perform an operation (t-norms) or an operation (s-norms). The first layer, 

input layer, consists of neurons whose activation function is the membership function of the fuzzy sets 

defined for inputs. The second layer is of fuzzy logic neurons. Each neuron performs a weighted 

aggregation of some of the first layer outputs. Finally, the output layer computes the network output using 

output layer weights and second layer output [18]. 

 

Experimental Methodology: 

The structure of experiments will be described in this section. This proposal consists of two main 

components: 

Firstly: Obtaining the optimal neural network construction.  

The network structure is chosen, data is prepared, and initial values are provided for weights and biases. 

The network is then trained and tested with backpropagation learning algorithm, and the error is evaluated. 

If the error is not satisfactory, the structure is adjusted or weights and biases are modified. When the error 

is acceptable, weights and biases are fixed, and the network can be used to predict. 

Secondly: Fuzzification   

Applying fuzzy logic to selected optimal neural network construction. Tuning membership function, 

evaluating results, retuning if necessary and if it is acceptable, the network can be used for prediction. 
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Fuzzy Min-Max Neural Networks framework can be divided to three stages (Figure .1). The first is the 

preparation of data. The second identifies the classifier structure. The third is applying the fuzzification to 

the optimal neural network.   

Stage 1: The preparation of data 

1.1  Collecting data 

Cheetah images were collected from Papers With Code Repository [19]. 

1.2  Resizing the image 

The images were resized in order to get most of the  patterns of objects, which are part of the animal or 

background. The images have been resized to 330 x 225 pixels. 

1.3  Converting images into Grayscale 

The pieces of the images are in RGB format. RGB images are composed of three colour channels: red, 

green and blue. Every pixel is represented by three numbers; each channel has its own value, which leads 

to an increase in the number of inputs and workload. Consequently, the images were converted to 

Grayscale. 

 

1.4  Normalizing dataset 

Normalization modifies each value of the dataset to fit within the range between 0 and 1. A Max-Min 

normalisation technique was used [20], and the following formula was used in this respect: 

 

V'(i)=V'(i)min+( V'(i)max- V'(i)min)*(V(i)-V(i)min)/(V(i)max- V(i)min)    (1) 

 

where, V(i) is the data value, V'(i) is an input value [V(i)max, V(i)min] is the initial range and 

[V'(i)max,V'(i)min] is the new range. 

 

1.5  Converting dataset into binary 

A binary image is a digital image that has only two possible values for each pixel, 0 or 1. This is done 

by comparing the pixel’s value with a threshold. The threshold is selected based on the histogram method 

[21]. 

 

Stage 2: Identifying the classifier structure 

This paper will consider neural networks trained using backpropagation algorithm. The backpropagation 

network consists of at least three layers; input, hidden and output layer. The activation of the input layer 

is propagated forward to the output layer through the intervening input to the hidden layer then from the 

hidden layer to the output [22]. 

Minimizing the net's output error is the goal of the training algorithm. Error can be defined as: 

ate −=  (2) 

Where: t  is output's target, a  is actual output. 

The error metric for the net is: 

),...,,( 121 += nwwwEE  (3) 
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Fig .1 Neural Network Fuzzification Flowchart 
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By changing and adjusting the weights the error will decrease. To find the optimal weight vector, 

function )(E  should be minimizing by gradient descent, (Figure 2), a method that is used to minimize the 

total error in the training process. 

 
Fig .2 Backpropagation Network Architecture 
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Where   is called the learning rate. Gurney [23] defines   as "it governs how big the changes to the 

weights are and, hence, how fast the learning takes place". 

 

Now the error is the average error over all patterns: 
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(5) 

Where N = no. of patterns, and 
e  is the error per pattern . 

From (2): 
 −= yte  (6) 

As mentioned above, backpropagation was derived from the Widrow-Hoff learning rule. Root mean 

squared error (RMSE) can be used to measure the error over all patterns [24]: 
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This term is called batch training. The gradient per pattern is: 




−−=



i

i

xat
w

e
)(  

(9) 

 

 

 

 

 

 
 

 

 

 
 

 

Error 

Output Summation 

Weights 

Input Layer 
Hidden layer 

 

Output units 

 



       Academy journal for Basic and Applied Sciences (AJBAS) Volume 6# 1 April 2024  

 

7 

 

It is called pattern training [23]. Where: 
ix  is the 

thi  component of pattern  and )(  − at  is referred to 

as  delta. This term is either known as delta rule or pattern training regime. 

As mentioned previously, backpropagation is based on gradient descent, considering the equations (7):  
 −= jijjj

UNITS
OUTPUTji xytaw ))(('  (10) 

Where j  refers to one of the output nodes. 

To calculate the kiW (hidden layer): 

= Ki

k

Kki xaw  )('  (11) 

  for hidden layer is : 




=

kIj

jkjkk wa  )('  (12) 

Hidden node may have a number of other output units that connect to it and take inputs from it. 

Consequently, the delta for hidden unit is:  




=

kIj

jkjk w  (13) 

Where kI  is the set of nodes. 

The backpropagation learning rule is defined as: 
= kikki xw   (14) 

Briefly, backpropagation aims to reduce the total error for the network by adjusting the error every time 

during the training process. Mathematically it is shown that by increasing the number of training the totalE  

will approach zero. 


=


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−=
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N
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And the Root mean squared error (RMSE) is then calculated using the following formula [28]: 

𝑅𝑀𝑆𝐸 =  √∑
(𝑑𝑝− 𝑜𝑝)2

𝑛
𝑛
𝑝=1          (15) 

Where:  

𝑑𝑝 is the desired output at sample 𝑝. 

𝑜𝑝 is the network output at sample 𝑝. 

𝑛 is the total number of training samples. 
 

The algorithm structure is shown in (Figure 2). Training aims to reduce the error value. The set of 

vectors that are presented for the period of training is called Training Set. Each training vector applied 

causes the weights to be adjusted slightly. This is done each epoch, one full pass through the training set. 

A measure of network performance during training is a training set classification accuracy, which is the 

percentage of vectors that are classified correctly.  

 

At the end of training, a set of unseen patterns called a Testing Set is passed through the network in 

order to test the ability of the network to generalize. The classification accuracy of the testing set indicates 

how well the network is able to generalize. 
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One way to improve the neural network’s ability to generalize is to train the networks on different 

training sets. This approach is known as cross-validation [25]. This suggests the following strategy: data 

set is divided into a number of equal sized divisions. One division is used for the test data, and the others 

are used for training. It is very important that the test set is not used as part of the training set. This allows 

the training algorithm to use nearly the whole data set for training, but is clearly very intensive. Hassoun 

[25] stated that the training is stopped when the error on the test set is at a minimum level, (Figure 3). 

 

 

Fig 3 Cross-validation 
 

A feedforward full-connection net was built to enable the classification of biological data. The number 

of input/output data items and the relation between them determine the network architecture. Because 

image has a large amount of input data with no clear relation to output, backpropagation neural network 

might be a good idea. 

As mentioned previously, the backpropagation network consists of three units - input, hidden layers and 

output. 
 

2.1 Input layer structure 

The input neurons in input layer receive information from the outside world in the form of patterns or 

signals [26]. The outputs of this layer are then directly sent to the next layer, which is usually the hidden 

layer. The number of neurons in the input layers depend on the size of patch sample system. More input 

nodes mean more characteristics and information to determine the class. The input layer can be expanded 

by adding more new data sources as neurons. However, this expansion in input layer size will increase the 

computation time significantly, for example, if the input data is doubled then the training time will be four 

times more than the initial time. For that reason, adding new data sets should be considered only if they 

contribute to a significantly improved classification [26]. In n × n pixels patch sample system, there are 

𝑛2 inputs to feed into the first hidden layer. 
 

2.2 Number of Neurons and Hidden layers 

An infinite number of network structures may be made for a specific dataset. A backpropagation 

network with more than one hidden layer is sufficient for some applications, but one hidden layer is also 

sufficient. The presence of a hidden layer in a neural network will make data linearly separable. The 

addition of more than one hidden layer increases the distance between the classes of data (27). On the 

other hand, a higher number of nodes in the hidden layer causes slower convergence with a smaller error 
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[25]. However, continuing to increase the number of nodes will lead to an increase in the running time 

and not a decrease in errors. Through experiments, the network structure that gives the best result can be 

determined. This project focuses on exploring the impact of applying fuzzy techniques to artificial neural 

networks for biological data classification. The paper utilizes a maximum of two hidden layers in a 

backpropagation ANN. 
 

2.3 Output layer 

The output layer is responsible for producing information and signals to the outside world as a result. 

There is always one output layer in a neural network. During training, the backpropagation network was 

presented with binary output data. There was only one output variable in the training data set. In the 

cheetah recognition system, an output variable value of 1 was assigned to cheetah and a value of 0 to non-

cheetah. 
 

2.4 The learning rate 

The learning rate is a common parameter in many of the learning algorithms, and affects the speed at 

which the network reaches the minimum error. In backpropagation, if the learning rate is too high, the 

system will either fluctuate around the minimum error or it will diverge completely. In contrast, if the 

learning rate is too small, the system will take a long time to reach the minimum error. For this project, 

the learning rate was selected to be 1 during all the experiments. 
 

2.5 The network classification accuracy 

The outputs from neural network are not binary. The neural network produces real values between 1 

and -1, indicating whether or not the input contains the target. A threshold value of 0.5 is used during 

training to determine whether the output is 0 or 1. If the output is greater than 0.5, it is considered as 1, 

otherwise as 0. 

The performance of the neural networks was evaluated based on the Root Mean Squared Root errors 

(RMSE) and the Classification Accuracy (CA). The classification accuracy is defined as the percentage 

of vectors that the network is able to classify correctly. 
 

CA= 100*
dataset  wholeof no.

 vectorsgclassifyin no.correct
 (16) 

2.6 The minimum error  

The aim of the training network is to reach the minimum error. So, one of the most important parameters 

is the value of minimum error. 1% error was chosen as an acceptable percentage. 
 

2.7 Stopping criteria   

In this work, both the Root Mean Squared Error (RMSE) and Classification Accuracy (CA) are 

monitored for the testing set. An epoch is considered as good if the (RMSE) is lower than the smallest 

previous value and the CA value is higher than the largest previous value. When the training of the network 

has finished, the weights should be saved and then reloaded to use them in the testing session. 
 

2.8 Evaluation stage 

The final stage of the classifier system is the evaluation of optimal neural network architecture for each 

object, this stage can be done by using unseen image. A patch of n × n pixels is taken form the image in 

order to test the optimal neural network architecture. The output of black square is assigned to the object 
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and grey square to the non-object. The patch of size, used during training, is applied in turn for the hall 

image area. 

Stage 3: The fuzzification 

Fuzzy Min-Max Neural Networks techniques is used for applying Fuzzification to the optimal neural 

network construction, which is obtained in the previous stage.  This approach builds hyperbox fuzzy sets 

to classify data. Union of fuzzy set hyperboxes is a single fuzzy set class, where hyperboxes range from 0 

to 1 along each dimension. By using the fuzzy min-max learning algorithm, the min-max points are 

determined by an n-dimensional box defined by a min point and a max point with a corresponding 

membership function.  

The fuzzy min-max classification learning algorithm is divided into three steps:  

1. Expansion: Determine the hyperbox that can be expanded. A new hyperbox is added if no expandable 

hyperbox is found. 

2. Overlap Test: Determine whether there is any overlap between different types of hyperboxes. 

3. Contraction: If there is an overlap between different types of hyperboxes, each hyperbox is adjusted 

to a minimum to eliminate the overlap. 

Fig 4 The min and max points 

Figure 4 shows the illustration of the min and max points in a three-dimensional hyperbox, where the 

pattern space will be the n dimensional unit cube In. 

A collection of hyperboxes forms a pattern class, and a membership function is associated with the 

hyperbox, it determines the degree to which any point X∈𝑅3 is contained within the box. The membership 

function for each hyperbox fuzzy set must describe the degree to which a pattern fits within the hyperbox. 
 

 

Fig 5 The aggregation of fuzzy min-max hyperboxes 

 Hyperbox in R3 

 Max point  

 Min point  
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Figure 5  shows the aggregation example of fuzzy min-max hyperboxes placed along the boundary of a 

two-class problem is illustrated. 

The aggregation of several hyperboxes in I2 is illustrated for a two-class problem. 

Let each hyperbox fuzzy set, Bj, be defined by the ordered set: 

𝐵 𝑗 =  { 𝑋 , 𝑉𝑗  , 𝑊 𝑗 , 𝑓 ( 𝑋 , 𝑉𝑗 , 𝑊𝑗 )}                 ∀ 𝑋 ∈ 𝐼𝑛 . 

hyperboxes that have a range of values from 0 to 1 along each dimension.  

the kth pattern class Ck defined by fuzzy set is defines as: 

𝐶𝑘=⋃ 𝐵𝑗𝑗𝜖𝑘
 

where K is the index set of those hyperboxes associated with class k. 
 

Fuzzy sets are defined for the inputs, where the first layer consists of neurons whose activation function 

is the membership function of the fuzzy sets defined for inputs. For each input a number of fuzzy sets are 

defined, the membership function of the fuzzy set is the activation function of the corresponding neuron. 

(The first layer neurons map each point in the set of inputs to a degree of membership). The second layer 

is of fuzzy logic neurons. Each neuron performs a weighted aggregation of some of the first layer outputs. 

Finally, the output layer computes the network output using output layer weights and second layer output. 

Fuzzy sets are defined for the inputs, where the first layer consists of neurons whose activation function 

is the membership function of the fuzzy sets defined for inputs. For each input, a number of fuzzy sets is 

defined, the membership function of the fuzzy set is the activation function of the corresponding neuron. 

(The first layer neurons map each point in the set of inputs to a degree of membership). The second layer 

is of fuzzy logic neurons. Each neuron performs a weighted aggregation of some of the first layer outputs. 

The output of the hidden layer is activated signals, which are then transferred to the output layer using the 

same previous procedure.  

Finally, the output of the network is generated and the fuzzy output is defuzzied using the following 

formula [28] 

𝑂 = 𝑑𝑒𝑓𝑢𝑧𝑧𝑖𝑓𝑖𝑐𝑎𝑡𝑖𝑜𝑛 (Õ) =  
1

4
(𝑂1 + 2𝑂2 +  𝑂3)  

And the RMSE is then calculated using the following formula [28]: 

𝑅𝑀𝑆𝐸 =  √
∑( 𝑜 − 𝑎)2

𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑒𝑥𝑎𝑚𝑝𝑙𝑒𝑠
 

In the backward phase, the deviation between the output and the target output is propagated backward. 

The error is calculated according to the following formula [28]: 

𝛿 =  𝑂(1 −  𝑂)(𝑎 −  𝑂) 

Where: 

 𝛿 is the error. 

 𝑂 is the output. 

 𝑎 is the target output.  

Based on that, adjustments can be made on the connection weights. 

Network learning stops when the RMSE is below a prespecified value, or a large number of epochs have 

al-ready been run [28]. 
 

In this work, Trapezoidal membership function has been used throughout all experiments [4]. However, 

this framework is not restricted to just Trapezoidal membership functions and any other membership 
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function can be applied. A fuzzy region around threshold i is created by applying trapezoidal membership 

function f   of  domain  a  … d  cutting through threshold i 

where: 




















−

−




−

−



=

d0

1

0

)(f

x for           

dxc for     
cd

xd

cxb for            

bxa for     
ab

ax

ax for           

dc,b,a,x,  

a= i - n    , b = i -   , c= i +   , d = i+ n  

 

where is the standard deviation, x is the value of attribute A (Figure .6). 

𝛼 = 𝑚 𝜎    where m = 0.0001, 0.001, 0.01 0.1, n  is a real number 𝑛 → [0,∞]. 
The initial membership functions are selected to give FNNs that are equivalent to ANN where 0 =  

 

.Experiments: 

A. Datasets 

This proposal framework is evaluated using AcinoSet dataset of free-running cheetahs in the wild, which 

were collected from Papers With Code Repository [19]. 900 patches samples of size 15 x 15 were extracted 

from the images dataset. These patches ware obtained to contain data that belongs to two classes only (1 

or 0), and is used to predict the object in the image, which is in this case  “cheetah” or “Non-cheetah”. 

B. Experimental framework 

The cross-validation procedure [25] was used throughout all experiments. In n-fold cross validation, the 

complete dataset is randomized and randomly divided into n equally sized, disjointed blocks. Each block 

in turn is used as a test dataset, and the remaining n-1 blocks are employed as a training dataset. This 

Fig 6 Trapezoidal Membership Function 
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process is performed n times. In other words, the procedure is repeated until each block has been used 

once as a test dataset and n-1 times as part of the training dataset.  The classification work was done by 

two sets of experiments. The first phase of the experiments was conducted to obtain the optimal neural 

network construction, an ANN with standard back propagation algorithm is used. A number of 

experiments with different structures, weights and epochs are performed to enable the ANN to distinguish 

between correct and incorrect segmentation points. The experiments' second phase involved applying 

fuzzification techniques to the optimal neural network, resulting in Fuzzy Min-Max Neural Networks. A 

series of experiments were undertaken to determine the membership function degrees for each input, using 

Trapezoidal membership function. The training and testing strategy for the proposal framework followed 

the standard practice of 10-fold cross validation for all datasets [29]. 

 

Results and Discussion: 

Tables I shows a comparison of results between Artificial Neural Network (ANN) and Fuzzy Min-Max 

Neural Networks (FMNN). The tables present the Root Mean Squared Error (RMSE) and the 

Classification Accuracy (CA). The structure of Artificial Neural Network was 225 input nodes, a first 

hidden layer with 9 neurons, a second hidden layer with 6 neurons and an output layer with 1 neuron. The 

results were achieved by applying the proposed framework to the Cheetah images within 10-fold cross-

validation. 

 

TABLE I - DATASET RESULTS 

Classification 

Technique 

RMSE CA % 

ANN 0.7791 71.16 

FMNN 0.7424 75.69 

 

The results obtained from Fuzzy Min-Max Neural Networks, produced by applying Fuzzification 

technique to Artificial Neural Network, show significant improvement in performance compared with the 

results that were obtained by Artificial Neural Network. The Fuzzy Min-Max Neural Networks induced 

from dataset increased the classification accuracy by 4.53 % compared to the Artificial Neural Network. 

The observation was made that when constructing a suitable fuzzy region around each input, there was a 

noticeable impact on the accuracy of the classification process. This observation highlights the 

significance of considering the establishment of an appropriate fuzzy region in order to improve the overall 

classification accuracy within the given context. 

Conclusion: 

This paper demonstrates a novel framework for the fuzzification of Backpropagation Neural Networks 

using Fuzzy Min-Max Neural Networks technique associated with Trapezoidal membership function. 

Patch-based technique was used to present images to the neural network. The experiments offer very 

promising results in using this kind of framework technique to increase the classification accuracy of 

Artificial Neural Network. The methodology behind this framework algorithm can be extended to any 

other Neural Networks learning algorithm. Further studies involve investigating the effects of the dataset 

characteristics in determining the most appropriate domain delimiters of membership function and fuzzy 

membership optimization. 
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